2. The generalized Hubbard model

In the previous sections the interacting electron gas, which is characterized by weak interactions, was the subject of interest. Here we will focus on strongly correlated lattice systems. One of the most prominent models is the so-called Hubbard model. It appeared in the literature for the first time in 1963, independently proposed by Hubbard [22], Gutzwiller [23] and Kanamori [24], as an attempt to describe in a simplified way the effect of electron correlations in narrow energy bands, in particular in d-bands of transition metals. The microscopic model consists of two parts: a kinetic term describing the motion of electrons and a second term, which approximates the Coulomb interaction among them. Because of the mechanism, the Hamiltonian is expected to be suitable for describing the main collective features such as itinerant magnetism or metal-insulator transition. Moreover, since the discovery of high temperature superconductors in 1986 [25], where strong electron correlations are believed to be important [26, 27], makes the two dimensional Hubbard model relevant for such materials.

In the following section we give a step-by-step derivation of the generalized Hubbard model starting from a general solid state Hamiltonian describing the interactions between electrons in the potential $U_{\text{ion}}(r)$ created by a lattice of ions. Afterwards, we provide an overview about some rigorous results and exact solutions for the one-dimensional Hubbard model.

2.1. Derivation of the generalized Hubbard model

After neglecting some irrelevant parts, such as the spin-orbit interaction and relativistic corrections, and the use of the so-called adiabatic approximation\footnote{or the Born-Oppenheimer approximation, based on the fact that typical electronic velocities are much greater than typical ionic velocities, leads to a Hamiltonian which describes electrons moving in a static lattice of ions.} the general Hamiltonian $\mathcal{H}$ in solid state physics (expressed in the language of second quantization) reads

$$\mathcal{H} = \sum_\sigma \int \! dq \: \psi_\sigma^\dagger (q) \left( -\frac{\hbar^2}{2m} \nabla^2 + U_{\text{ion}}(q) \right) \psi_\sigma (q)$$

$$+ \sum_{\sigma,\sigma'} \int \! dq \int \! dq' \: \psi_{\sigma'}^\dagger (q') \psi_{\sigma'}^\dagger (q') V_{ee}(q-q') \psi_{\sigma'} (q') \psi_\sigma (q), \quad (2.1)$$

where $U_{\text{ion}}(q)$ labels the potential of the atom ions, $V_{ee}(q-q') \propto \frac{1}{|q-q'|}$ the repulsive Coulomb potential and $\psi_\sigma^\dagger$ a field operator. In a perfect crystal the
ions are arranged in a regular periodic array. Thus we consider a periodic potential \( U_{\text{ion}}(r + \mathbf{R}) = U_{\text{ion}}(r) \), where \( \mathbf{R} \) denotes a Bravais lattice vector. According to Bloch’s theorem, the free electronic band splits under the influence of \( U_{\text{ion}}(r) \) into infinitely many energy bands \( \alpha \) with Bloch functions \( u_{\alpha,r} \). However, electrons in narrow energy bands, such as d-bands in transition metals, exhibit a ‘poor’ dynamics and are mostly localized around the atomic sites. Consequently the Bloch functions are unusable for such bands. A substantially better starting point is achieved with the so-called tight-binding-approximation, illustrated in Fig. 2.1. Functions with such a local behaviour are called Wannier functions. They are

\[
\phi_{\lambda \alpha}(r) = \frac{1}{\sqrt{L}} \sum_{k} e^{-i \mathbf{k} \cdot \mathbf{R}_{k}} u_{\lambda \alpha}(r),
\]

(2.2)

where \( \mathbf{R}_{k} \) labels the sites of the lattice center and \( L \) is the total number of lattice sites. The Hamiltonian (2.1) then transforms to

\[
\mathcal{H} = \sum_{i,j} t_{ij} c_{j,\alpha,\sigma}^{\dagger} c_{i,\alpha,\sigma} + \sum_{i,j} \sum_{\alpha,\beta} \sum_{\sigma,\sigma'} V_{ijmn,\alpha\beta,\mu\nu,\sigma\sigma'} \left( c_{i,\alpha,\sigma}^{\dagger} c_{j,\beta,\sigma'}^{\dagger} c_{n,\nu,\sigma'} c_{m,\mu,\sigma} \right),
\]

(2.3)

Figure 2.1.: A schematic illustration of the the tight-binding approximation (taken from [28]). a) An isolated atom with three orbitals. b) The overlap of four identical atoms building a solid with electron bands. Electrons in black orbitals become itinerant (conduction band), while those in the light gray orbitals are still localized at the original atomic sites. Electrons in the gray orbitals are mostly localized around the atomic sites, but tunnel to nearby gray orbitals with a non-negligible probability (valence band). c) An approximation to valence electrons, which are expected to play essential roles in determining various low energy physics of the system. d) A reduction to a lattice model in which electrons live on lattice sites and move from one site to another.
where \( c_{i\alpha\sigma}^\dagger \) is a fermionic operator creating an electron with spin \( \sigma \) in a Wannier orbital \( \alpha \) localized at site \( i \). The coefficients are given by the matrix elements

\[
t_{ij}^\alpha = \langle i\alpha | -\frac{\hbar^2}{2m} \nabla^2 + U_{\text{ion}}(r) | j\alpha \rangle \\
= \int dr \phi_{i,\alpha}^*(r) \left[ -\frac{\hbar^2}{2m} \nabla^2 + U_{\text{ion}}(r) \right] \phi_{j,\alpha}(r) \tag{2.4}
\]

and

\[
\nu_{ijmn}^{\alpha\beta\mu\nu} = \langle i\alpha, j\beta | V_{\text{ee}}(r - r') | m\mu, n\nu \rangle \\
= \int dr \int dr' \phi_{i,\alpha}^*(r) \phi_{j,\beta}^*(r') V_{\text{ee}}(r - r') \phi_{m,\mu}(r) \phi_{n,\nu}(r') \tag{2.5}
\]

The electronic Hamiltonian (2.3) contains infinitely many parameters. For simplicity it is therefore often assumed that the essential physics of the problem is captured by a single s-band, thus all orbital indices \( \alpha, \beta \) etc. can be omitted. Since the matrix elements are expected to decrease strongly with increasing distance, one usually takes only next-neighbor interactions \( (ij) \) into account. Furthermore, the matrix element \( t_{ij} \) depends only on the separation of unit cells and not on direction, hence \( t_{ij} = t(R_i - R_j) \). Using all these simplifications the Hamiltonian reads

\[
\mathcal{H} = -t \sum_{\langle ij \rangle} \sum_{\sigma} \left( c_{i,\sigma}^\dagger c_{j,\sigma} + c_{j,\sigma}^\dagger c_{i,\sigma} \right) + U \sum_i n_{i,\uparrow} n_{i,\downarrow} + V \sum_{\langle ij \rangle} n_i n_j \\
+ J \sum_{\langle ij \rangle} \mathbf{S}_i \cdot \mathbf{S}_j + X \sum_{\langle ij \rangle} \sum_{\sigma} \left( c_{i,\sigma}^\dagger c_{j,\sigma} + c_{j,\sigma}^\dagger c_{i,\sigma} \right) (n_{i,-\sigma} + n_{i,\sigma} - 1) \\
+ Y \sum_{\langle ij \rangle} c_{i,\uparrow}^\dagger c_{i,\downarrow} c_{j,\downarrow} c_{j,\uparrow} \tag{2.6}
\]

which is known as the generalized Hubbard model. We used the following shorthand notation

\[
t = -t_{ij}, \quad U = \nu_{iii}, \quad X = \nu_{iij} \\
V = \nu_{ij}, \quad J = -2\nu_{ij}, \quad Y = \nu_{iij} \tag{2.7}
\]

The particle number operators \( n_{i,\sigma}, n_j \) and the spin operators \( \mathbf{S}_j \) are defined as

\[
n_{i,\sigma} = c_{i,\sigma}^\dagger c_{i,\sigma}, \quad n_i = n_{i,\uparrow} + n_{i,\downarrow}, \quad \mathbf{S}_j = \frac{1}{2} \sum_{\alpha,\beta} c_{j,\alpha}^\dagger \vec{\tau}_{\alpha\beta} c_{j,\beta} \tag{2.8}
\]

where \( \vec{\tau}_{\alpha\beta} = ((\tau^x)_{\alpha\beta}, (\tau^y)_{\alpha\beta}, (\tau^z)_{\alpha\beta}) \) is a vector which consists of the usual Pauli matrices. Apart from the single-particle hopping term \( t \), which describes the motion of electrons to neighbouring lattice sites, and the on-site Coulomb interaction \( U \) of two electrons at the same site, the short-range Coulomb matrix (2.5) obviously leads to additional interaction terms: The term \( V \) denotes the Coulomb interaction between electrons at neighbour sites. The interaction \( X \), called bond-charge interaction, corresponds to a single particle hopping where the
hopping amplitude depends on the occupation number of the sites involved. In fact it is proportional to the charge (number of electrons) located at the bond \( \langle ij \rangle \) between the sites \( i \) and \( j \) which motivates the name. Furthermore, \( J \) describes the spin-spin interaction and \( Y \) the hopping of electron pairs to neighbour sites. While the on-site interaction \( U \) usually has the largest numerical value, the other matrix elements are certainly not zero. Hubbard gave an estimation of the energies in the case of transition metals \([22]\):

\[
U \approx 20 \text{ eV} > V \approx 2 - 3 \text{ eV} > X \approx 1 \text{ eV} > J, Y \approx 0.025 \text{ eV}.
\]

In a first approximation he therefore neglected all interaction terms except for the on-site Coulomb repulsion \( U \) and the single-particle hopping \( t \), typically range between 0.5 eV and 1.5 eV, which is needed to describe the relevant physics correctly. This two term model

\[
\mathcal{H}_{\text{Hub}} = \mathcal{H}_t + \mathcal{H}_U = -t \sum_{\langle ij \rangle} \sum_{\sigma} \left( c_{i,\sigma}^\dagger c_{j,\sigma} + c_{j,\sigma}^\dagger c_{i,\sigma} \right) + U \sum_i n_{i,\uparrow} n_{i,\downarrow}
\]

is known as the pure one-band Hubbard model or just Hubbard model. Despite of its simplicity rigorous results for the Hubbard model are still rare. The next section will explore what is known rigorously about this model.

### 2.2. Some rigorous results for any lattice dimension

One of the most fascinating questions concerns the magnetic properties of the ground state. For the pure Hubbard model Nagaoka’s theorem \([29]\), valid for arbitrary lattice dimension but restricted to a special lattice structure fulfilling the connectivity condition \([30]\), predicts a ferromagnetic ground state in a special limit, i.e. a single hole in a half-filled lattice with infinitely repulsive interaction \((U = \infty)\). For finite repulsion \((U < \infty)\) but on special lattices Mielke and Tasaki were able to derive rigorous criteria for the stability of ferromagnetism \([31]\). Moreover, Lieb’s theorem \([32]\) states that on a bipartite lattice at half-filling the ground state has spin \( S = ||B| - |A||/2 \), where \( |B| \) \((|A|)\) is the number of sites in the \( B \) \((A)\) sublattice\(^2\). Based on Brandt and Giesekeus basic concepts for the construction of exact ground states \([33]\) Kollar et al. presented a generalization of Nagaoka’s theorem \([34]\). They considered the generalized Hubbard model and derived sufficient conditions for the stability of ferromagnetism.

Apart from magnetism in the Hubbard model, the question about the theoretical mechanism of superconductivity is fascinating too. Based on so-called \( \eta \) pairs Yang has shown that already the pure Hubbard model \((2.10)\) exhibits off-diagonal long-range order (ODLRO) eigenstates \([35]\). Using the optimum ground state approach, which is a much simpler and clearer method for the construction of exact eigenstates than Brandt and Giesekeus basic concept, or Strack and Vollhardt

---

\(^2\)As an example, take a square lattice and add a site (belonging to \(|A|\)) at the center of each bond of this square lattice. Then \(|A| = 2|B|\) and the ground state has a magnetization per site which is more like ferrimagnetism than ferromagnetism.
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Electron correlations in narrow energy bands
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It is pointed out that one of the main effects of correlation phenomena in $d$- and $f$-bands is to give rise to behaviour characteristic of the atomic or Heitler–London model. To investigate this situation a simple, approximate model for the interaction of electrons in narrow energy bands is introduced. The results of applying the Hartree–Fock approximation to this model are examined. Using a Green function technique an approximate solution of the correlation problem for this model is obtained. This solution has the property of reducing to the exact atomic solution in the appropriate limit and to the ordinary uncorrelated band picture in the opposite limit. The condition for ferromagnetism of this solution is discussed. To clarify the physical meaning of the solution a two-electron example is examined.

1. Introduction

In recent years much attention has been given to the theory of correlation effects in the free electron gas (Bohm & Pines 1953; Gell-Mann & Brueckner 1957; Sawada, Brueckner, Fukuda & Brout 1957; Hubbard 1957, 1958; Pines & Nozières 1958). Apart from the intrinsic interest of this problem, the free electron gas serves as a model for the conduction bands of metals and alloys. Transition and rare-earth metals have in addition to their conduction bands partly filled $d$- or $f$-bands which give rise to the characteristic properties of these metals. Correlation phenomena are of great importance in determining the properties of these narrow energy bands, indeed more important than the corresponding effects in conduction bands. Unfortunately, however, the free-electron gas does not provide a good model for these bands. Rather, one requires a theory of correlations which takes into account adequately the atomistic nature of the solid. Indeed, in the case of the $f$-electrons of rare earth metals it is probable that for most purposes a purely atomic (sometimes referred to as a Heitler–London or localized) model will prove satisfactory. The same cannot be said, however, of the $d$-electrons of transition metals. It is with one approach to a theory of correlation effects in the $d$-bands of transition metals that this paper is concerned.

A theory of correlation effects in narrow energy bands is inevitably of a somewhat different nature from a theory of correlation effects in the free electron gas. The electron charge density in a $d$-band is concentrated near the nuclei of the solid and sparse between the atoms, making it possible to speak with some meaning of an electron being ‘on’ a particular atom. This circumstance gives rise to the possibility of an atomic description of the $d$-band despite its considerable bandwidth. It is, in fact, found experimentally that the $d$-electrons of transition metals exhibit behaviour characteristic of both the ordinary band model and the atomic model. For example, the occurrence of spin-wave phenomena in ferromagnetic metals and the strong temperature dependence of the susceptibilities of some transition metals represent properties which can be understood on the basis of an atomic
model, while the large d-electron contribution to the low temperature specific heat and the occurrence in ferromagnets of magnetic moments per atom which are far from integral numbers of Bohr magnetons are properties which are easily explained by band theory. As will be tried to make plausible below, it is correlation effects in narrow bands which lead to the atomic behaviour and it is only by taking correlation effects into account that one can understand how d-electrons exhibit both kinds of behaviour simultaneously. Thus a theory of correlations in d-bands will be mainly concerned with understanding this situation in greater detail and determining the balance between bandlike and atomic-like behaviour.

In its most naïve form the atomic theory would picture a transition metal as a collection of (say singly charged) ions immersed in the conduction electron gas and interacting with each other in much the same way as the corresponding ions in salts. If, as is generally supposed, the number of d-electrons per atom is non-integral this simple picture is untenable. However, it is possible to substitute for it a less restrictive model which nevertheless guarantees most of the characteristic properties of the atomic model. It is sufficient to assert that, despite the band motion of the d-electrons, the electrons on any atom are strongly correlated with each other but only weakly with electrons on other atoms; such intra-atomic correlations are inevitably of such a type as to make the metal behave to some extent according to the predictions of the atomic model.

It may be that this situation can be made clear by considering one or two examples. Consider first a partly filled d-band of non-interacting electrons. In such a system the spin of an atom (that is the total spin of all the electrons on that atom) is a quantity which fluctuates randomly in magnitude and direction, the characteristic time of fluctuation being of the order of the d-electron hopping time, i.e. the time \( \sim \hbar / \Delta \), \( \Delta = d\text{-electron bandwidth} \) in which a d-electron hops from one atom to another in performing its band motion. In this situation it is reasonable to think of the spin being associated with each of the moving d-electrons.

Let us now inquire what effect one might expect the electron interaction will have in this situation. As a guide one may note that Hund’s first rule for atoms indicates that the intra-atomic interactions are of such a nature as to align the electron spins on an atom, so one may expect a similar effect in a metal. Suppose now that the electrons have their spins quantized in what will be called the up and down directions and that at some instant a given atom has its total spin in the up direction. Then the intra-atomic interactions are, according to Hund’s rule, of such a nature that this atom tends to attract electrons with spin up and repel those with spin down. In this way the property of an atom on having total spin at some instant tends to be self-perpetuating. If these intra-atomic forces are strong enough to produce appreciable correlations, then it follows that the state of total spin up on an atom may persist for a period long compared with the d-electron hopping time. This persistence of the atomic spin state is not due to the same up-spin electrons being localized on the atom. The actual electrons on the atom are always changing as a result of their band motion, but the electron motions are correlated in such a way as to keep a preponderance of up-spin electrons on the atom. In these circumstances (i.e. if the correlations are strong enough) one can think of the spin
as being associated with the atom rather than with the electrons and the possibility of an atomic or Heisenberg model emerges.

This example illustrates the possibilities of the situation. Although one may still suppose the electrons to move rapidly from atom to atom as assumed in the band model, their motion may be correlated in such a manner as to give properties characteristic of the atomic theory. In this way one may understand how the electrons can exhibit both types of behaviour simultaneously. The degree of atomic behaviour exhibited depends upon the strength of the correlations.

A second example which has been studied by various authors (Slater 1937; Herring 1952; Thompson 1960; Edwards 1962; Kubo, Izuyama & Kim 1962) is the theory of spin-waves in the band model of ferromagnetic metals. These authors show that the spin-wave can be regarded as a collective motion which appears when the electron interactions are taken into account. More precisely, the spin-wave appears as a bound state of an electron of one spin with a hole of opposite spin, the relative motion of the electron and hole being such that they spend most of their time on the same atom. Now, an electron of one spin and a hole of opposite spin on the same atom look just like a reversed spin on that atom, the motion of the bound electron-hole pair resembling a motion of the reversed spin from atom to atom, which is just the Heisenberg model picture of a spin-wave. Thus again the atomic picture emerges as a consequence of correlation effects, this time the correlation between an electron and a hole.

Yet another important example concerns the fluctuation in the number of electrons on a given atom. It is, of course, one of the more obvious features of the atomic model that it assumes that there are the same number of electrons on each atom. But one can show that for uncorrelated electrons belonging to a band containing $\nu$ states per atom that the probability of finding $n$ electrons on a given atom is given by the binomial distribution

$$\frac{\nu!}{n!(\nu-n)!} \left( \frac{s}{\nu} \right)^n \left( 1 - \frac{s}{\nu} \right)^{\nu-n},$$

where $s$ is the mean number of electrons per atom. Thus $n$ fluctuates about its mean value $s$, the root-mean-square fluctuation being $\sqrt{s(1-s/\nu)}$ and the frequency of fluctuation of the order of an electron hopping time. Now one general effect of electrostatic interactions is a tendency to even out the electron charge distribution, opposing the build-up of an excess of charge in one place and a deficiency in another. Thus the correlations produced by the interaction will be of such a nature as to reduce the fluctuation in the electron number on each atom. It is this type of correlation which is most important in the hypothetical case of a collection of atoms arranged on a lattice but widely separated from each other. Formally ordinary band theory is applicable to such a situation, but the correlation effects of the type discussed above are dominant and make the system behave like a set of isolated neutral atoms, which is clearly the correct description physically.

It is clear from the above discussion that an important requirement of a theory of correlations in narrow energy bands is that it have the property of reducing to the atomic solution in the appropriate limit, i.e. when applied to a hypothetical system
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of atoms on a lattice but widely separated from each other and interacting only weakly. It is one of the purposes of this paper to describe a very simple, approximate theory having this property. Although one has always in mind the case of \(d\)-electrons, the theory to be described is concerned with the case of an \(s\)-band having two states per atom (up and down spin states). The advantage of this particular case is its comparative mathematical simplicity. One may expect that some important aspects of the real \((d\)-electron\) case will be missed in a study of the \(s\)-band case but may nevertheless hope to obtain some results of general application.

It might seem that in view of the fact that no adequate theory of correlations in free electron gases at metallic densities exists at the present time that it is over-ambitious to attempt a study of the formally more difficult case of band electrons. However, it turns out that in the case of narrow energy bands one can take account of the atomicity of the electron distribution to introduce a very simple approximate representation of the electron interactions. This approximate interaction is, in fact, mathematically much simpler to handle than the Coulomb interaction itself. This possibility has been well known for many years and has been applied to the spin-wave problem by the authors mentioned in that connexion above, but does not seem to have been exploited hitherto in connexion with the general correlation problem. In §2 this approximate interaction and the adequacy of the approximation involved is discussed.

For the sake of comparison with the results of the theory of correlations developed later, in §3 the application of the Hartree–Fock approximation to the simplified interaction is considered and in particular the condition for ferromagnetism predicted by Hartree–Fock theory is examined.

In §§5 and 6 the approximate correlation theory for an \(s\)-band mentioned above is developed. To this end a Green function technique of the type described by Zubarev (1960) is used; to establish the notation the basic definitions and equations of this technique are briefly reviewed in §4. In §5 it is shown how, using this technique, an exact solution can be obtained in the atomic (zero bandwidth) limit. In §6 the same method is applied to the general (finite bandwidth) case to obtain the approximate solution. In §7 the nature and some of the properties of this solution are discussed.

In §8 we examine a 2-electron problem which has been studied previously in a related context (Slater, Statz & Koster 1953) and which throws some light upon the physical interpretation of the solution obtained in the preceding sections.

Finally in §9 the condition for ferromagnetism predicted by the new calculation is discussed. It is found to be considerably more restrictive than the corresponding criterion derived from Hartree–Fock theory, and, in fact, can only be satisfied in rather special circumstances.

2. An approximate representation of electron interactions

In this section the approximate model of electron interactions in narrow energy bands used in later calculations is described. As pointed out in the introduction, for reasons of mathematical simplicity the case of an \(s\)-band will be considered. However, when discussing below the validity of the various approximations which
have gone into the derivation of the model we shall assume we are dealing with 3d-transition metal electrons since this is the case of real interest.

Consider a hypothetical partly-filled narrow s-band containing \( n \) electrons per atom. The Bloch functions of the band will be denoted by \( \psi_k \) and the corresponding energy by \( \epsilon_k \) where \( k \) is the wave vector. These wave functions and energies are assumed to have been calculated in some appropriate Hartree–Fock potential representing the average interaction of the s-band electrons with the electrons of other bands and the \( n \) electrons per atom of the s-band itself. This Hartree–Fock potential will be assumed to be spin independent so one has the same energies and wave-functions for both spins.

Now let \( c_{k\sigma}, c_{k\sigma}^\dagger \) be the destruction and creation operators for electrons in the Bloch state \((k, \sigma)\), where \( \sigma = \pm 1 \) is the spin label. Then the dynamics of the electrons of the band may be described approximately by the Hamiltonian

\[
H = \sum_{k\sigma} \epsilon_k c_{k\sigma}^\dagger c_{k\sigma}
\]

\[
+ \frac{1}{2} \sum_{k_1, k_2, k_3, k_4} \sum_{\sigma_1 \sigma_2 \sigma_3 \sigma_4} (k_1, k_2) |1/r| (k_3, k_4) c_{k_1 \sigma_1}^\dagger c_{k_2 \sigma_2}^\dagger c_{k_3 \sigma_3} c_{k_4 \sigma_4}
\]

\[
- \sum_{k, k'} \sum_{\sigma} \{2(kk')|1/r|kk' - (kk')|1/r|k'k\} \nu_k c_{k\sigma}^\dagger c_{k\sigma}, \tag{1}
\]

where the \( k \) sums run over the first Brillouin zone (all sums over momenta in this paper are to be understood in this way) and where

\[
(k_1 k_2 |1/r| k'_1 k'_2) = e^2 \int \psi_{k_1}^\dagger(x) \psi_{k_1}(x) \psi_{k_2}^\dagger(x') \psi_{k_2}(x') \frac{dx dx'}{|x-x'|}. \tag{2}
\]

The first term of \( H \) represents the ordinary band energies of the electrons, the second their interaction energy. The last term subtracts the potential energy of the electrons in that part of the Hartree–Fock field arising from the electrons of the \( s \)-band itself. This term has to be subtracted off to avoid counting the interactions of the electrons of the band twice, once explicitly in the Hamiltonian and also implicitly through the Hartree–Fock field determining the \( \epsilon_k \). The \( \nu_k \) are the assumed occupation numbers of the states of the band in the Hartree–Fock calculation; it has been assumed that up and down spin states are occupied equally.

It is convenient to transform the Hamiltonian of (1) by introducing the Wannier functions

\[
\phi(x) = N^{-\frac{1}{2}} \sum_k \psi_k(x), \tag{3}
\]

where \( N \) is the number of atoms. One can then write

\[
\psi_k(x) = N^{-\frac{1}{2}} \sum_i e^{ikR_i} \phi(x - R_i), \tag{4}
\]

where the sum runs over all the atomic positions \( R_i \). Introducing the creation and destruction operators \( c_{i\sigma} \) and \( c_{i\sigma}^\dagger \) for an electron of spin \( \sigma \) in the orbital state \( \phi(x - R_i) \), one can also write

\[
c_{k\sigma} = N^{-\frac{1}{2}} \sum_i e^{ikR_i} c_{i\sigma}, \quad c_{k\sigma}^\dagger = N^{-\frac{1}{2}} \sum_i e^{-ikR_i} c_{i\sigma}^\dagger. \tag{5}
\]
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These results can now be used to rewrite the Hamiltonian of (1) as

\[
H = \sum_{i,j} \sum_{\sigma} T_{ij} c_{i\sigma}^+ c_{j\sigma} + \frac{1}{2} \sum_{ijkl} \sum_{\sigma\sigma'} \langle ij | 1/r | kl \rangle c_{i\sigma}^+ c_{j\sigma'} c_{l\sigma'} c_{k\sigma}
- \sum_{ijkl} \langle 2(ij | 1/r | kl) - (ij | 1/r | lk) \rangle v_{ji} c_{i\sigma}^+ c_{l\sigma},
\]

(6)

where

\[
T_{ij} = N^{-1} \sum_k c_k e^{i\mathbf{k} \cdot (\mathbf{R}_i - \mathbf{R}_j)},
\]

(7)

\[
\langle ij | 1/r | kl \rangle = e^2 \int \frac{\phi^*(\mathbf{x} - \mathbf{R}_i) \phi(\mathbf{x} - \mathbf{R}_k) \phi^*(\mathbf{x}' - \mathbf{R}_j) \phi(\mathbf{x}' - \mathbf{R}_l)}{|\mathbf{x} - \mathbf{x}'|} \mathrm{d}x \mathrm{d}x',
\]

(8)

and

\[
v_{ji} = N^{-1} \sum_k v_k e^{i\mathbf{k} \cdot (\mathbf{R}_j - \mathbf{R}_i)}.
\]

(9)

It is now possible to make the essential simplifying approximation. Since one is dealing with a narrow energy band the Wannier functions \(\phi\) will closely resemble atomic \(s\)-functions. Furthermore, if the bandwidth is to be small these \(s\)-functions must form an atomic shell which has a radius small compared with the inter-atomic spacing. From (8) it may be seen that in this circumstance the integral \(\langle ii | 1/r | ii \rangle = I\) will be much greater in magnitude than any of the other integrals (8), suggesting that a possible approximation is to neglect all the integrals (8) apart from \(I\). If this approximation, the validity of which is discussed in greater detail below, is made, then the Hamiltonian of (6) becomes

\[
H = \sum_{i,j} \sum_{\sigma} T_{ij} c_{i\sigma}^+ c_{j\sigma} + \frac{1}{2} I \sum_{ij} n_{i\sigma} n_{i,-\sigma} - I \sum_{ij} v_{ii} n_{i\sigma},
\]

(10)

where \(n_{i\sigma} = c_{i\sigma}^+ c_{i\sigma}\). From (9), \(v_{ii} = N^{-1} \sum_k v_k = \frac{1}{2} n\), so the last term of (10) reduces to \(-\frac{1}{2} I n \sum_{i,\sigma} n_{i\sigma} = -\frac{1}{2} I n^2\) = constant and may be dropped. Equation (10) gives the approximate Hamiltonian used in the later sections of this paper.

Obviously many approximations, explicit and implicit, have gone into the derivation of the simplified Hamiltonian of (10). We will next try to assess the validity of these approximations when applied to the case of transition metal 3d-electrons.

The most obvious approximation has been the neglect of all the interaction terms in (6) other than the \(\langle ii | 1/r | ii \rangle\) term. For the sake of comparison one may note that \(I\) has the order of magnitude 20 eV for 3d-electrons in transition metals. The largest of the neglected terms are those of the type \(\langle ij | 1/r | ij \rangle\) where \(i\) and \(j\) are nearest neighbours. From (9) these integrals can be estimated to have the order of magnitude \((2/R) \text{Ry} \sim 6 \text{eV} \ (R = \text{interatomic spacing in Bohr units})\). Actually this figure should be reduced appreciably to allow for the screening of the interactions of electrons on different atoms by the conduction electron gas. This screening effect may be allowed for approximately by multiplying the above estimate by a factor \(e^{-\kappa R}\) where \(\kappa\) is an appropriate screening constant. In the case of 3d transition metals \(e^{-\kappa R} \sim \frac{1}{2} - \frac{1}{2}\), reducing the \(\langle ij | 1/r | ij \rangle\) term to the order of magnitude 2 to 3 eV. For the case in which \(i\) and \(j\) are now nearest neighbours

\[
\langle ij | 1/r | ij \rangle \sim \frac{2 e^{-\kappa |R_i - R_j|}}{|R_i - R_j|} \text{Ry}
\]
which falls off rapidly with increasing $|\mathbf{R}_i - \mathbf{R}_j|$ on account of the exponential factor. Thus the term

$$\frac{1}{2} \sum_{i,j} \sum_{\sigma, \sigma'} (\langle \bar{\psi}_i | \bar{\psi}_j \rangle / r_{ij} \langle \psi_{i\sigma} | \psi_{j\sigma'} \rangle)$$

(11)

in (6) is quite appreciable, but can, perhaps be neglected compared to $I$ as a first approximation.

The next biggest terms neglected are those of the types:

$$\langle \bar{\psi}_i \bar{\psi}_j | 1/r | \bar{\psi}_i \bar{\psi}_j \rangle \sim q \text{Ry} \sim \frac{1}{2} eV,$$

$$\langle \bar{\psi}_i \bar{\psi}_j | 1/r | \bar{\psi}_i \bar{\psi}_k \rangle \sim \frac{1}{2} q \text{Ry} \sim \frac{1}{10} eV,$$

$$\langle \bar{\psi}_i \bar{\psi}_j | 1/r | \bar{\psi}_j \bar{\psi}_i \rangle \sim q^2 \text{Ry} \sim \frac{1}{4} eV,$$

where $i, j$ and $k$ are all nearest neighbours and $q \sim \frac{1}{20}$ is the overlap charge (in units of $e$) between two $3d$-electrons on nearest neighbour atoms. All the other interaction terms in (6) which have been neglected are smaller still than these which one sees are already small compared to those of (11).

A different type of approximation that has been made is to assume that only the interactions of importance are those between the $3d$-electrons (actually between the electrons of the $s$-band in the equations above), the interactions with electrons of other bands being represented only through the Hartree–Fock field. One question concerning this point is raised at once by the fact that in estimating the order of magnitude of the terms of (11) allowance was made for the screening effect of the conduction electron gas on the interactions. It might therefore be inquired whether there is not a similar screening effect reducing the magnitude of $I$. There is, in fact, such an effect. Because the speed at which $d$-electrons move from atom to atom is slow compared with the velocity of a typical conduction electron the latter can correlate efficiently with the $d$-electrons and screen their fields. Thus, if a given atom has an extra $d$-electron its negative charge will repel conduction electrons producing a correlation hole about that atom in the conduction electron gas. The presence of this correlation hole reduces the electrostatic potential at the atom (and therefore at each of its $d$-electrons) by about 5 V, which is equivalent to reducing $I$ by 5 eV. This reduction is appreciable but does not change the order of magnitude of $I$.

It might also be thought that $I$ will be reduced by the screening of the interactions of the $d$-electrons by the core electrons and by the $d$-electrons themselves. This is not expected to be a big effect, however, because the kinetic energies of the orbital motion of the $d$-electrons are large compared to $I$. In fact, one may estimate the reduction in $I$ due to this effect by noticing that a similar effect will occur in free atoms. In the case of free atoms it has been found that these effects make the $F^2(3d, 3d)$ and $F^4(3d, 3d)$ parameters (using the notation of Condon & Shortley 1935) determined from experiment about 10 to 20% smaller than those calculated from Hartree–Fock wave functions (see Watson 1960) so one may expect a reduction in $I$ of a similar order of magnitude.

It would seem from the above discussion, although it may be more realistic to use in the Hamiltonian of (10) an ‘effective’ $I$ ($\sim 10$ eV) rather than that given by the integral (8), the approximations involved in (10) are otherwise not so poor as to make it an unreasonable starting-point for a theory of correlations when suitably
generalized from the $s$-band to the $d$-band case. It may, perhaps, be hoped that the terms omitted in going from (6) to (10) may be treated as perturbations on solutions obtained from (10).

3. The Hartree–Fock approximation

For the sake of comparison with the results of the correlation theory developed in later sections it is convenient now to investigate the results obtained by applying the Hartree–Fock approximation to the Hamiltonian of (10). Actually, we shall not make an exhaustive study of all possible Hartree–Fock solutions, but will restrict attention to a particularly simple class of solutions which may represent non-magnetic or ferromagnetic states but not more complicated spin arrangements. A similar restriction applies also to the correlated solutions investigated in later sections.

As is well known, one may obtain the effective Hartree–Fock Hamiltonian by ‘linearizing’ the interaction terms in the true Hamiltonian. In the case of the Hamiltonian of (10) this amounts to simply replacing the term $n_{i\sigma}n_{i,-\sigma}$ by $n_{i\sigma}\langle n_{i,-\sigma}\rangle + n_{i,-\sigma}\langle n_{i\sigma}\rangle$ where $\langle n_{i\sigma}\rangle$ is the average of the expectation of $n_{i\sigma}$ over a canonical ensemble at some temperature $\Theta$. Dropping the last term of (10) which has been shown to be a constant, the Hartree–Fock Hamiltonian is found to be

$$H_{hf} = \sum_{i,j} \sum_{\sigma} T_{ij} c_{i\sigma}^{\dagger} c_{j\sigma} + I \sum_{i,\sigma} n_{i\sigma} \langle n_{i,-\sigma}\rangle.$$  

(12)

Attention will now be restricted to the class of solutions for which

$$\langle n_{i\sigma}\rangle = n_{\sigma} \quad \text{for all } i.$$  

(13)

Then (12) becomes

$$H_{hf} = \sum_{i,j} \sum_{\sigma} T_{ij} c_{i\sigma}^{\dagger} c_{j\sigma} + I \sum_{i,\sigma} n_{-\sigma} c_{i\sigma}^{\dagger} c_{i\sigma},$$  

(14)

or, transforming back to the operators $c_{k\sigma}^{\dagger}, c_{k\sigma}$

$$H_{hf} = \sum_{k} \sum_{\sigma} (\varepsilon_{k} + In_{-\sigma}) c_{k\sigma}^{\dagger} c_{k\sigma},$$  

(15)

which is simply the Hamiltonian for a collection of non-interacting electrons with a slightly modified band structure, the energy of the $(k, \sigma)$ state now being $\varepsilon_{k} + In_{-\sigma}$. It follows at once that if $P(E)$ is the density of states per atom corresponding to the band structure $\varepsilon_{k}$, then the densities of states $\rho_{\sigma}(E)$, where $\sigma = \pm 1$, for the electrons described by the Hamiltonian of (15) are

$$\rho_{\sigma}(E) = P(E - In_{-\sigma}) = P(E - In + In_{\sigma}),$$  

(16)

where the last step follows from

$$n_{\uparrow} + n_{\downarrow} = n.$$  

(17)

If $\mu$ is the chemical potential of the electrons, then at the absolute zero of temperature one will have

$$n_{\sigma} = \int_{-\infty}^{\mu} \rho_{\sigma}(E) dE = \int_{-\infty}^{\mu} P(E - In + In_{\sigma}) dE.$$  

(18)

The pair of equations (18) must now be solved together with (17) for $n_{\uparrow}, n_{\downarrow}$ and $\mu$. 
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One possible solution of (18) is that for which
\[ n_\uparrow = n_\downarrow = \frac{1}{2} n, \]  
which represents a non-magnetic state of the system: \( \mu \) is determined by
\[ \frac{1}{2} n = \int_{-\infty}^{\mu} P(E - \frac{1}{2}I n) \, dE. \]  

If \( I \) is sufficiently large it may also be possible to find ferromagnetic solutions for which \( n_\uparrow \neq n_\downarrow \). In this case equation (18) must have two distinct solutions which are such that they can satisfy (17). The condition that ferromagnetism is just possible can now easily be seen to be the condition that (19) and (20) give a double solution of (18). But this condition can at once be found from (18) to be
\[ 1 = IP(\mu - \frac{1}{2}I n). \]

Thus, if for any \( E \) the condition \( IP(E) > 1 \) is satisfied, then for some \( n \) and \( \mu \) determined by (20) and (21) Hartree–Fock theory predicts that the system will become ferromagnetic. It will be found that when correlation effects are taken into account one obtains a somewhat more restrictive condition for ferromagnetism.

4. A Green function technique

In the next two sections an approximate solution of the correlation problem for the Hamiltonian of (10) is derived. The method of calculation is based upon the Green function technique described by Zubarev (1960). In order to establish the notation, the principal definitions and basic equations of this technique are briefly reviewed in this section.

Let \( X \) be any operator. Then define
\[ \langle X \rangle = Z^{-1} \text{tr} \{ X \, e^{-\beta(H-\mu N)} \}, \quad Z = \text{tr} \{ e^{-\beta(H-\mu N)} \}, \]
where \( H \) is the Hamiltonian and \( N \) the total number operator, \( \beta = 1/\kappa \Theta \), \( \kappa = \) Boltzmann’s constant, \( \Theta = \) absolute temperature and \( \mu = \) chemical potential of the electrons.

Now let \( A(t) = e^{iHt} A(0) \, e^{-iHt} \) (in units in which \( \hbar = 1 \)) and \( B(t') \) be two operators. Then retarded (+) and advanced (-) Green functions may be defined by
\[ \langle [A(t); B(t')] \rangle^{(+)} = \mp i\theta\{ \pm (t-t') \} \langle [A(t), B(t')] \rangle^\eta, \]
where \([A, B]_\eta = AB-\eta BA\), \( \eta = \pm 1 \) (whichever is the more convenient), and \( \theta(x) \) is the step function \( \theta(x) = 1 \) if \( x > 0 \), = 0 otherwise. These Green functions can be shown to satisfy the equation of motion
\[ i \frac{d}{dt} \langle [A(t); B(t')] \rangle^{(+)} = \delta(t-t') \langle [A(t), B(t')] \rangle^\eta + \langle [A(t), H]; B(t') \rangle^{(+)}. \]

Since \( \langle [A(t); B(t')] \rangle^{(+)} \) are functions of \( t-t' \) only, one can define for real \( E \) the Fourier transforms
\[ \langle [A; B] \rangle_E^{(+)} = \frac{1}{2\pi} \int_{-\infty}^{\infty} \langle [A(t); B(0)] \rangle^{(+)} e^{iEt} \, dt. \]
Electron correlations in narrow energy bands

In the case of the retarded (+) function the integral (25) converges also for complex \( E \) provided \( \mathcal{E} E > 0 \), so \( \langle \langle A; B \rangle \rangle_E^{+} \) can be defined and is a regular function of \( E \) in the upper half of the complex \( E \)-plane. Similarly, \( \langle \langle A; B \rangle \rangle_E^{-} \) is a regular function in the lower half of the complex \( E \)-plane. One may now define

\[
\langle \langle A; B \rangle \rangle_E = \langle \langle A; B \rangle \rangle_E^{+} \quad \text{if} \quad \mathcal{E} E > 0,
\]

\[
\langle \langle A; B \rangle \rangle_E^{-} \quad \text{if} \quad \mathcal{E} E < 0,
\]

(26)

which will be a function regular throughout the whole complex \( E \)-plane except on the real axis. From (24) it can be shown that \( \langle \langle A; B \rangle \rangle_E \) satisfies

\[
E \langle \langle A; B \rangle \rangle_E = 1/2 \pi \left[ \langle [A, B] \rangle \right]_0 + \langle \langle [A, H]; B \rangle \rangle_E.
\]

(27)

It can be shown (Zubarev 1960) that

\[
\langle B(t') A(t) \rangle = i \lim_{\epsilon \to 0+} \int_{-\infty}^{\infty} \left[ \langle \langle A; B \rangle \rangle_{E+i\epsilon} - \langle \langle A; B \rangle \rangle_{E-i\epsilon} \right] \frac{e^{-iE(t-t')}}{\epsilon^{1/\mathcal{E}(E-\rho)} + \eta} \, dE.
\]

(28)

Equations (27) and (28) together with the method of approximation described by Zubarev (1960) form the essential basis of calculations with these Green functions.

5. The exact solution in the atomic limit

In this section the application of the technique described in the preceding section to the Hamiltonian (10) in the limiting case of zero bandwidth is discussed. This limit corresponds to the situation in which the wave functions on different atoms have only a negligible overlap, in which case one knows that the atomic theory gives the exact solution. It will be shown that in this case the Green function technique also leads to an exact solution. Of course, for the Hamiltonian (10) the results of these calculations are rather trivial, but they do serve to reveal the essential trick required to make more elaborate theories go over into the exact atomic solution in the appropriate limit.

All effort will be concentrated on obtaining an expression for the Green’s function.

\[
G_{jk}(E) = \langle \langle c_{j\sigma}^\dagger c_{k\rho} \rangle \rangle_E \quad (\eta = -1),
\]

(29)

since, as is well known, a knowledge of this Green function enables one to calculate pseudo-particle energies, the Fermi energy, free energy, etc. For example, substituting (29) into (28), putting \( j = k, \, t - t' = 0 \) and summing on \( j \), one obtains for the mean number \( n_\sigma \) of electrons per atom of spin \( \sigma \) the expression

\[
n_\sigma = N^{-1} \sum_j \langle \langle c_{j\sigma}^\dagger c_{j\sigma} \rangle \rangle
\]

\[
= \frac{i}{N} \lim_{\epsilon \to 0+} \sum_j \int \left[ G_{jj}(E+i\epsilon) - G_{jj}(E-i\epsilon) \right] \frac{dE}{\epsilon^{1/\mathcal{E}(E-\rho)} + 1},
\]

(30)

from which one may infer that

\[
\rho_\sigma(E) = \frac{i}{N} \lim_{\epsilon \to 0+} \sum_j \left[ G_{jj}(E+i\epsilon) - G_{jj}(E-i\epsilon) \right]
\]

(31)

gives the density of (pseudo-particle) states per atom of spin \( \sigma \).

Define

\[
T_0 = N^{-1} \sum_k c_k^\dagger c_k;
\]

(32)

$T_0$ is the mean band energy. In the limit of zero bandwidth $c_k = T_0$ for all $k$, whence it follows that $T_{ij} = T_0 \delta_{ij}$ and the Hamiltonian (10) becomes

$$H = T_0 \sum_{i, \sigma} n_{i \sigma} + \frac{1}{2} \sum_{i, \sigma} n_{i \sigma} n_{i, -\sigma},$$

from which it follows that

$$[c_{i \sigma}, H] = T_0 c_{i \sigma} + I c_{i \sigma} n_{i, -\sigma},$$

so equation (27) gives

$$EG_{ij}^\eta(E) = \frac{1}{2\pi} \delta_{ij} + T_0 G_{ij}^\eta(E) + I \Gamma_{ij}^\eta(E),$$

where

$$\Gamma_{ij}^\eta(E) = \langle \langle n_{i, -\sigma} c_{i \sigma}; c_{j \sigma}^\dagger \rangle \rangle_E \quad (\eta = -1).$$

Now, $[n_{i, -\sigma} c_{i \sigma}, c_{j \sigma}^\dagger]_+ = \delta_{ij} n_{i, -\sigma}$; also from (33) $[n_{i \sigma}, H] = 0$, so (27) gives for $\Gamma_{ij}^\eta(E)$ the equation

$$E \Gamma_{ij}^\eta(E) = \frac{1}{2\pi} \delta_{ij} \langle \langle n_{i, -\sigma} \rangle \rangle_T + T_0 \Gamma_{ij}^\eta + I \langle \langle n_{i, -\sigma}^2 c_{i \sigma}; c_{j \sigma}^\dagger \rangle \rangle_E.$$

At this point one may notice that since $n_{i \sigma}^2 = n_{i \sigma}$, the last term of (37) is just $I \Gamma_{ij}$, so (37) can be solved at once to give

$$\Gamma_{ij}^\eta(E) = \frac{1}{2\pi} \delta_{ij} \langle \langle n_{i, -\sigma} \rangle \rangle_{E-T_0-I}.$$

The usual infinite sequence of equations of the type (27) involving higher and higher order Green functions has been avoided here by the simple observation that the last term of (37) can be expressed in terms of $\Gamma_{ij}^\eta$. It is this possibility that enables one to obtain an exact solution in the present case and solutions reducing to the correct solution in the zero bandwidth limit in the general case discussed in the next section.

It follows from the definition (22) and the symmetry of the problem that $\langle n_{i \sigma} \rangle$ is independent of $i$ and $\sigma$, so one has at once $\langle n_{i \sigma} \rangle = \frac{1}{2} \langle n \rangle$. Using this result and substituting (38) into (35) one obtains

$$G_{ij}^\eta(E) = \frac{1}{2\pi} \delta_{ij} \left\{ \frac{1}{E-T_0} + \frac{\frac{1}{2} \langle n \rangle}{E-T_0-I} \right\},$$

which gives at once from (31)

$$\rho_{\sigma}(E) = \left( 1 - \frac{1}{2} \langle n \rangle \right) \delta(E-T_0) + \frac{\langle n \rangle}{E-T_0-I} \delta(E-T_0-I).$$

Thus the calculation shows that the system behaves as though it has two energy levels $T_0$ and $T_0 + I$ containing $1 - \frac{1}{2} \langle n \rangle$ and $\frac{1}{2} \langle n \rangle$ states per atom respectively. Thus as electrons are added to the band, initially the Fermi-energy will be fixed at $\mu = T_0$ whilst the lower level fills up. The lower level will become full when $\frac{1}{2} \langle n \rangle = 1 - \frac{1}{2} \langle n \rangle$, i.e. $n = 1$, and the chemical potential $\mu$ then jumps to $\mu = T_0 + I$ whilst the remaining electrons are added. This is just the correct result. As electrons are added they will (at $\Theta = 0$) distribute themselves on different atoms giving $\mu = T_0$ until when $n = 1$ this is no longer possible and any further electrons added have to go on atoms which have already one electron so $\mu$ jumps to $T_0 + I$. A similar discussion can be given for other properties such as specific heat, behaviour in a magnetic field, at $\Theta = 0$ and at finite temperatures; in all cases the Green function solution yields the correct result for a collection of isolated atoms.
6. An approximate solution of the correlation problem

In this section the correlation problem for the Hamiltonian (10) will be studied in the finite bandwidth case by the same technique used in the last section. In the present calculation, however, certain additional terms appear which have to be treated approximately to obtain a solution.

Returning to the Hamiltonian (10), one finds

$$[c_{i\sigma}, H] = \sum_j T_{ij} c_{j\sigma} + i n_{i\sigma} c_{i\sigma},$$

$$[n_{i\sigma}, H] = \sum_j T_{ij}(c_{i\sigma} c_{j\sigma} - c_{j\sigma}^\dagger c_{i\sigma}),$$

so the equation for $G_{ij}^\sigma$ defined by (29) becomes

$$E G_{ij}^\sigma(E) = \frac{1}{2\pi} \delta_{ij} + \sum_k T_{ik} G_{kj}^\sigma + i \Gamma_{ij}^\sigma,$$

where $\Gamma_{ij}^\sigma$ is again defined by (36), but now satisfies the equation

$$E \Gamma_{ij}^\sigma(E) = \frac{1}{2\pi} \delta_{ij} \langle n_{i\sigma} \rangle + T_{0} \Gamma_{ij}^\sigma + i \Gamma_{ij}^\sigma$$

$$+ \sum_k T_{ik} \langle \langle n_{i\sigma} c_{k\sigma}; c_{j\sigma}^\dagger \rangle \rangle_E$$

$$+ \sum_k T_{ik} \langle \langle c_{i\sigma} c_{k\sigma}; c_{j\sigma}^\dagger \rangle \rangle_E - \langle \langle c_{i\sigma} c_{i\sigma}; c_{j\sigma}^\dagger c_{j\sigma}^\dagger \rangle \rangle_E. \tag{44}$$

The term $i \Gamma_{ij}^\sigma$ has been obtained by using $n_{i\sigma}^2 = n_{i\sigma} n_{i\sigma}$, while the term $T_{0} \Gamma_{ij}^\sigma$ has been obtained by separating out the $i = k$ part of the fourth term. The first three terms are identical with those of (37) while the latter pair of terms vanish in the zero band-width limit. Thus, whatever approximations are made in the last pair of terms of (44), one will obtain a theory that goes over into the exact solution in the zero bandwidth limit.

In order to break off the sequence of Green function equations an approximate expression will be substituted for the last pair of terms in (44). These approximations are obtained by the methods indicated by Zubarev, and are given by

$$\langle \langle n_{i\sigma} c_{k\sigma}; c_{j\sigma}^\dagger \rangle \rangle_E \simeq \langle n_{i\sigma} \rangle G_{kj}^\sigma(E); \tag{45}$$

$$\langle \langle c_{i\sigma} c_{k\sigma}; c_{j\sigma}^\dagger c_{j\sigma}^\dagger \rangle \rangle_E \simeq \langle c_{i\sigma} \rangle c_{k\sigma} G_{ij}^\sigma(E); \tag{46}$$

$$\langle \langle c_{i\sigma} c_{i\sigma}; c_{j\sigma}^\dagger \rangle \rangle_E \simeq \langle c_{i\sigma} \rangle c_{i\sigma} G_{ij}^\sigma(E). \tag{47}$$

By making these approximations one obtains what is practically the crudest theory possible consistent with the condition that it reduces to the correct zero bandwidth limit. One shortcoming of the theory which arises from these approximations is pointed out in §8.

Other important physical effects neglected as a consequence of these approximations are associated with collective motions of the spin-wave type (see authors cited in the Introduction) and zero-sound type (Landau 1957).
With the approximations (46), (47), the last term of (44) vanishes as a consequence of translational symmetry, since

$$\sum_{k+i} T_{ik} \langle c_{i-\sigma}^\dagger c_{k+i-\sigma} \rangle = N^{-1} \sum_{i,k} T_{ik} \langle c_{i-\sigma}^\dagger c_{k+i-\sigma} \rangle = \sum_{i,k} T_{ik} \langle c_{k+i-\sigma}^\dagger c_{i-\sigma} \rangle,$$

where $T_{ik} = T_{ki}$ which follows from $c_k = c_{-k}$ has been used, and $\sum'_{i,k}$ means the double sum with the term $i = k$ omitted.

In (45) we will now put

$$\langle n_{i\sigma} \rangle = n_\sigma,$$  (48)

which follows from translational symmetry. Strictly speaking it follows from the symmetry of the problem that $n_\sigma$ is independent of $\sigma$ and therefore equal to $\frac{1}{2} n$. However, it would seem intuitively evident that when solutions of the equations with $n_\uparrow \neq n_\downarrow$ exist, these solutions are connected with the possible ferromagnetism of the system (provided they have lower energy than the non-magnetic solution). One can, perhaps, rationalize this situation by imagining that a minute magnetic field is applied to the system; this field destroys the symmetry between up and down spin, but is so small that it can be neglected in the calculations. To discuss this situation in detail would go far beyond the scope and intent of the present paper.

It may be remarked that a similar situation exists in the zero bandwidth case discussed in the preceding section, but that nothing new would be found there by considering solutions for which $n_\uparrow \neq n_\downarrow$. One might also inquire whether meaning can be assigned to solutions (forbidden by symmetry) for which $\langle n_{i\sigma} \rangle$ is not independent of $i$ or even for which quantities like $\langle c_{i\sigma}^\dagger c_{j+i-\sigma} \rangle$ do not vanish. The answer would seem to be that these solutions correspond to the possibilities of antiferromagnetism, spiral spin arrangements, etc., but only solutions falling under (46) will be investigated here.

Substituting the approximations (45) to (47) into (44) one obtains

$$E \Gamma_{ij}^\sigma = n_{-\sigma} \frac{\delta_{ij}}{2\pi} + (T_0 + I) \Gamma_{ij}^\sigma + n_{-\sigma} \sum_{k+i} T_{ik} G_{kj}^\sigma,$$  (49)

whence

$$\Gamma_{ij}^\sigma(E) = \frac{n_{-\sigma}}{E - T_0 - I} \left( \frac{\delta_{ij}}{2\pi} + \sum_{k+i} T_{ik} G_{kj}^\sigma \right),$$  (50)

which when substituted into (43) gives

$$E G_{ij}^\sigma(E) = T_0 G_{ij}^\sigma + \left( 1 + \frac{I n_{-\sigma}}{E - T_0 - I} \right) \left\{ \frac{\delta_{ij}}{2\pi} + \sum_{k+i} T_{ik} G_{kj}^\sigma \right\}.$$  (51)

This equation may be solved by Fourier transformation. Writing

$$G_{ij}^\sigma(E) = N^{-1} \sum_{\mathbf{q}} G^{\sigma}(\mathbf{q}, E) \exp \left[ i \mathbf{q} \cdot (\mathbf{R}_i - \mathbf{R}_j) \right]$$  (52)

and using (7), one obtains from (51)

$$E G^{\sigma}(\mathbf{q}, E) = T_0 G^{\sigma}(\mathbf{q}, E) + \left( 1 + \frac{I n_{-\sigma}}{E - T_0 - I} \right) \left\{ \frac{1}{2\pi N} + (\varepsilon_{\mathbf{q}} - T_0) G^{\sigma}(\mathbf{q}, E) \right\}.$$  (53)
whence

$$G^\sigma(q, E) = \frac{1}{2\pi N} \frac{E - T_0 - I(1 - n_{-\sigma})}{(E - e_q)(E - T_0 - I) + n_{-\sigma}I(T_0 - e_q)},$$

(54)

which gives the approximate solution to the correlation problem which has been sought. The properties of this solution are discussed in the next section.

7. Properties of the approximate solution

The general nature of the solution given by (54) will next be investigated. The expression (54) for $G^\sigma(E)$ is a rational function of $E$ and may be resolved into partial fractions according to

$$G^\sigma(q, E) = \frac{1}{2\pi N} \frac{1}{E(q) - E(q)^{\pm}} \left( \frac{E(q)^{\pm} - T_0 - I(1 - n_{-\sigma})}{E(q) - E(q)^{\pm}} - \frac{E(q)^{\pm} - T_0 - I(1 - n_{-\sigma})}{E(q) - E(q)^{\pm}} \right),$$

(55)

where $E(q)^{\pm}$ are the two roots of

$$(E - e_q)(E - T_0 - I) + n_{-\sigma}I(T_0 - e_q) = 0.$$ 

(56)

It can be shown that $E(q)^{(1)} < T_0 + I(1 - n_{-\sigma}) < E(q)^{(2)}$, so (56) has the form

$$G^\sigma(q, E) = \frac{1}{2\pi N} \left( \frac{A(q)^{(1)}}{E(q) - E(q)^{(1)}} + \frac{A(q)^{(2)}}{E(q) - E(q)^{(2)}} \right),$$

(57)

with $A(q)^{(1)}, A(q)^{(2)} > 0$. If one had $A(q)^{(1)} = A(q)^{(2)} = 1$, then the expression (57) would be the Green function appropriate to a band structure having two bands with the dispersion laws $E = E(q)^{(1)}$ and $E = E(q)^{(2)}$. The effect of the factors $A(q)^{(1)}/A(q)^{(2)}$ cannot be given any very simple interpretation beyond saying that they reduce the density of states in each band in such a way that the total number of states per atom in both bands together is just 1 and not 2 as it would be if $A(q)^{(1)} = A(q)^{(2)} = 1$. One may see this directly by noticing that from (31) and (52) one has

$$\rho_{\sigma}(E) = \lim_{\epsilon \to 0} \sum_q \{G^\sigma(q, E + i\epsilon) - G^\sigma(q, E - i\epsilon)\},$$

(58)

which gives on substitution of the expression (57) for $G^\sigma(q, E)$

$$\rho_{\sigma}(E) = N^{-1} \sum_q \{A(q)^{(1)} \delta[E - E(q)^{(1)}] + A(q)^{(2)} \delta[E - E(q)^{(2)}]\},$$

(59)

and finally noting that $A(q)^{(1)} + A(q)^{(2)} = 1$.

(60)

The general form of the band structure $E_{q\sigma}^{(1)}$, $E_{q\sigma}^{(2)}$ given by (56) is sketched in figure 1. In the limit $I \to 0$, the lower $E_{q\sigma}^{(1)}$ curve goes over into $APX$ and at the same time $A_{q\sigma}^{(1)} \to 1$ along $AP$ and $A_{q\sigma}^{(1)} \to 0$ along $PX$. Similarly, the upper curve goes over into $BPY$, $A_{q\sigma}^{(2)} \to 1$ along $PY$. Thus as the interaction is switched off the two portions $AP$ and $PY$ combine to make up the unperturbed band structure, the other parts disappearing. That $G^\sigma(E)$ goes over into the unperturbed Green function $(2\pi N)^{-1}(E - e_q)^{-1}$ as $I \to 0$ can also be seen directly from (54).

In the limit of zero bandwidth, $e_q \to T_0$, the $E_{q\sigma}^{(1)}$, $E_{q\sigma}^{(2)}$ curves become flat and go into $E_{q\sigma}^{(1)} = T_0$, $E_{q\sigma}^{(2)} = T_0 + 1$, giving the two levels containing $(1 - n_{-\sigma})$ and $n_{-\sigma}$ states respectively discussed in §5, the expression (59) going over into that of (40) after $q$-summation.
Next, a more explicit expression than (59) for $\rho_\sigma(E)$ will be derived. From (55) and (58) one can obtain after a little manipulation the formula
\[
\rho_\sigma(E) = |E - T_0 - I(1 - n_{-\sigma})| N^{-1} \sum_q \delta[(E - e_q) (E - T_0 - I) + I n_{-\sigma}(T_0 - e_q)]
\]
\[
= \int_{-\infty}^{\infty} dt \left| E - T_0 - I(1 - n_{-\sigma}) \right| \delta[(E - t) (E - T_0 - I) + I n_{-\sigma}(T_0 - t)] N^{-1} \sum_q \delta[t - e_q]
\]
\[
= \int_{-\infty}^{\infty} dt P(t) \delta \left[ \frac{E(E - T_0 - I) + I n_{-\sigma} T_0 - t}{E - T_0 - I(1 - n_{-\sigma})} - t \right]
\]
\[
= P\{g(E, n_{-\sigma})\},
\]
(61)

\[\text{Figure 1. A sketch of a typical pseudo-particle band structure } E^{(1)}_{q_0}, E^{(2)}_{q_0}. APY \text{ gives the unperturbed band structure while } BPX \text{ is the line } E = T_0 + I.\]

where
\[
g(E, n_{-\sigma}) = E - I n_{-\sigma} \frac{T^2 n_{-\sigma}(1 - n_{-\sigma})}{E - T_0 - I(1 - n_{-\sigma})}
\]
(62)

and
\[
P(E) = N^{-1} \sum_q \delta(E - e_q)
\]
(63)
is the density of states corresponding to the band structure $e_k$.

Thus $\rho_\sigma(E)$ is obtained from $P(E)$ by the simple transformation (61), (62). This transformation is illustrated graphically in figure 2 which shows a typical $g(E)$ curve and the projection of $P(E)$ into $\rho_\sigma(E)$. In the limit $I \to 0$ the curve $g(E)$ goes over into the straight line $AOB$. The splitting of the band into two parts is seen to be due to the infinity of $g(E)$ at $E = T_0 + I(1 - n_{-\sigma})$.

In order to obtain some feel for the properties of the solution, it is, perhaps, useful to consider the simple example given by the ‘square’ density of states formula
\[
P(E) = \frac{1}{\Delta} \quad \text{if} \quad T_0 - \frac{1}{2}\Delta < E < T_0 + \frac{1}{2}\Delta
\]
\[
= 0 \quad \text{otherwise},
\]
(64)
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for which one easily finds

$$\rho_\sigma(E) = \frac{1}{\Delta} \begin{cases} \text{if } E_{-1,1}^\sigma < E < E_{1,1}^\sigma \\ \text{or } E_{1,1}^\sigma < E < E_{1,-1}^\sigma \end{cases}$$

where $$(\alpha, \beta = \pm 1)$$

$$E_{\alpha\beta}^\sigma = T_0 + \frac{1}{2} I + \frac{1}{2} \beta \Delta + \alpha \sqrt{\left(\frac{1}{2} I - \frac{1}{2} \beta \Delta\right)^2 + \frac{1}{2} \beta \Delta I n_{\alpha\beta}}.$$  \hspace{1cm} (66)

One may note that since $$(E_{-1,1} - E_{-1,-1}) + (E_{1,1} - E_{1,-1}) = \Delta$$, the $$\rho_\sigma(E)$$ band contains just one state per atom as it must.

Turning attention now to non-magnetic solutions for which $$n_+ = n_- = \frac{1}{2} n$$ (ferromagnetic solutions will be considered in § 9), the Fermi energy $$\mu$$ will be determined by the equation

$$\frac{1}{2} n = \int_{-\infty}^{\mu} P(g(E, \frac{1}{2} n)) \, dE.$$  \hspace{1cm} (67)

Thus $$\mu$$ increases as electrons are added until the lower band is just full. It will then jump discontinuously as further electrons are added and then continue to increase smoothly until the whole band is full. If $$E_{\text{max.}}$$, $$E_{\text{min.}}$$ are the highest and lowest energies of the band structure one can see at once from figure 2 that this jump occurs from a value $$\mu_-$$ to a value $$\mu_+$$ at a density $$n_c$$ determined by the equations

$$E_{\text{max.}} = g(\mu_-, \frac{1}{2} n_c),$$  \hspace{1cm} (68)

$$E_{\text{min.}} = g(\mu_+, \frac{1}{2} n_c),$$  \hspace{1cm} (69)

$$\frac{1}{2} n_c = \int_{-\infty}^{\mu_-} P(g(E, \frac{1}{2} n_c)) \, dE,$$

where in (68) the smaller and in (69) the larger root must be taken.
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In general \( n_e \neq 1 \), but in the case of the density of states curve (64), the symmetry between electrons and holes or, to be more precise, the fact that in this case \( P(E) \) has the property \( P(2T_0 - E) = P(E) \), requires that \( n_e = 1 \), giving a discontinuity in \( \mu \) of

\[
\mu_\sigma - \mu_\bar{\sigma} = \sqrt{(I^2 + \frac{1}{4} \Delta^2) - \frac{1}{2} \Delta},
\]

which goes to 0 as \( I \to 0 \) and tends to \( I \) as \( \Delta \to 0 \).

8. A two-electron example

In order to obtain a better physical understanding of the solution obtained in the preceding sections, and in particular how the band splits into two parts, it is instructive to consider the problem of two electrons moving and interacting in the manner described by the Hamiltonian (10). Essentially the same problem has been considered by Slater et al. (1953) who were mainly interested in the effect of correlations on the condition for ferromagnetism.

Denote by \( \psi(i, j) \) the spatial wave function of an eigenstate of the two electron system, \( |\psi(i, j)|^2 \) measuring the probability of finding one electron on atom \( i \) and the other on atom \( j \). Of the \( 4N^2 \) possible states of the system \( 3N^2 \) are spin triplets for which \( \psi(i, j) = -\psi(j, i) \), and the other \( N^2 \) are singlet states for which \( \psi(i, j) = \psi(j, i) \). If \( \psi(i, j) \) is an eigenstate with energy \( E \) of the Hamiltonian (10), then

\[
E\psi(i, j) = \sum_k T_{ik}\psi(k, j) + \sum_k T_{jk}\psi(i, k) + I\delta_{ij}\psi(i, i).
\]

Since for the triplet states \( \psi(i, i) = 0 \), the last term of (71) vanishes for these states, so the triplet states are quite undisturbed by the interaction. This is simply because the Hamiltonian (10) only contains interactions between electrons of opposite spin. Thus attention can be restricted to the singlet states.

In the singlet case we now write

\[
\psi(i, j) = N^{-1} \sum_{k} \phi(k, K) \exp \left\{ i\mathbf{k} \cdot (\mathbf{R}_i + \mathbf{R}_j) + \frac{1}{2} \mathbf{k} \cdot (\mathbf{R}_i - \mathbf{R}_j) \right\}.
\]

Substituting this into (71) and using (7) one obtains

\[
E\phi(k, K) = \{\varepsilon_{K+\frac{1}{2}k} + \varepsilon_{K-\frac{1}{2}k}\}\phi(k, K) + IN^{-1} \sum_{k'} \phi(k', K).
\]

Thus solutions with different ‘total momentum’ \( K \) are not coupled to each other, a consequence of translational symmetry. From (73) one has at once

\[
\phi(k, K) = \frac{IN^{-1} \sum_{k'} \phi(k', K)}{E - \varepsilon_{K+\frac{1}{2}k} - \varepsilon_{K-\frac{1}{2}k}},
\]

whence

\[
1 = \frac{I}{N} \sum_k \frac{1}{E - \varepsilon_{K+\frac{1}{2}k} - \varepsilon_{K-\frac{1}{2}k}}
\]

gives the energy levels for a given \( K \).

The nature of the solutions of equations of the type (75) are well known. The equation has \( N \) roots. The right-hand side has infinities at the \( N \) energies given by

\[
E = \varepsilon_{K+\frac{1}{2}k} + \varepsilon_{K-\frac{1}{2}k}
\]
for the \( N \) values of \( \mathbf{k} \), so there are \((N - 1)\) roots trapped between these infinities. These \( N - 1 \) roots lie in the unperturbed energy band given by (76). There is one other root. For large enough \( I \) this root is quite separate from the band (76), forming a ‘bound’ state. When \( I \) is large compared to the width of the band (76), this root is given by \( T_0 + I \) as may easily be seen from (75). For small \( I \) this ‘bound’ state does not separate from the band (76).

Thus for large \( I \) there are \( N(N - 1) \) singlet ‘scattering’ states lying in the unperturbed band and \( N \) ‘bound’ states (one for each of the \( N \) values \( \mathbf{K} \)) with high energy. In the limit \( I \to \infty \) the latter states disappear altogether. This is a result of an ‘excluded’ volume effect of the type familiar from van der Waals’s equation. When \( I \to \infty \) no two electrons can be on the same site. Thus if one electron is already present (in any one of its \( N \) possible states) and another electron is added, then there are only \( N - 1 \) states available to this second electron, whence it follows that there are only \( N(N - 1) \) possible states available to the two electron system rather than the \( N^2 \) possible states for a pair of non-interacting electrons. When \( I \) is large but finite the remaining \( N \) states reappear with high energy. One may now surmise that when \( m \) electrons are already present then only \( N - m \) states are available (in the limit \( I \to \infty \)) to any further electron added to the system, the remaining \( m \) states reappearing with high energy when \( I \) is finite but large. In this way one can understand how the two bands of figure 1 arise. The lower band is essentially the unperturbed band with some states excluded, these states reappearing in the upper band.

This example reveals a weakness of the approximate solution of § 6. The discussion given above only applies when \( I \) is sufficiently large for the ‘bound’ states to separate, but the solution of § 6 gives a splitting into two bands for all non-zero \( I \). Obviously the approximation is over-estimating the importance of correlation effects for small \( I \), presumably as a consequence of the drastic approximations of equations (45) to (47).

9. The Condition for Ferromagnetism

In §3 the condition for ferromagnetism predicted by Hartree–Fock theory was considered. Here the way in which this condition is affected when correlation effects are taken into account (in the approximation of § 6) will be examined.

One expects the condition for ferromagnetism to be more restrictive in a theory which takes into account correlation effects than in Hartree–Fock theory. The reason is simply that ferromagnetism occurs when the (free) energy of the ferromagnetically alined state is less than that of the non-magnetic state. Now, when correlation effects are taken into account it is mainly the correlations between electrons with anti-parallel spin which are being introduced since electrons with parallel spin are already kept apart by the Fermi–Dirac statistics even in the Hartree–Fock approximation. Thus the introduction of correlation effects will lower the energy of non-magnetic states more than that of the ferromagnetic states, and so make the condition for ferromagnetism more stringent. This is indeed found to be the case.
Using the formula (61) for the density of states and the condition (17), \( n_\sigma \) is determined at the absolute zero of temperature by the condition
\[
n_\sigma = \int_{-\infty}^{\mu} P[g(E, n - n_\sigma)] \, dE,
\] (77)
which is the analogue of (18); \( \mu \) is determined by the condition (17). One can now take over the discussion of the condition for ferromagnetism in Hartree–Fock theory given in §3 almost word for word. One finds that the condition that ferromagnetism just be possible is that \( n^\uparrow = n^\downarrow = \frac{1}{2} n \) is a double solution of (77). This condition is just (67) together with
\[
-\frac{1}{2} = \int_{-\infty}^{\mu} \frac{\partial}{\partial n} \left[ P[g(E, \frac{1}{2} n)] \right] \, dE.
\] (78)

It is difficult to picture the condition (78) without reference to some specific density of states function \( P(E) \). Consider then the density of states function given by (64). In this case Hartree–Fock theory gives according to (21) the condition for ferromagnetism
\[
I > \Delta
\] (79)
independently of \( n \). To investigate the form taken by the condition (78) in this case one may note that the density of states formula (65) can also be written
\[
\rho_\sigma(E) = \frac{1}{\Delta} \left\{ \theta(E - E^\sigma_{-1,-1}) - \theta(E - E^\sigma_{1,1}) + \theta(E - E^\sigma_{1,-1}) - \theta(E - E^\sigma_{-1,1}) \right\},
\] (80)
which when substituted into (78) gives
\[
-1 = \frac{1}{\Delta} \int_{-\infty}^{\mu} \sum_{\alpha = \pm 1} \sum_{\beta = \pm 1} \beta \frac{dE^\sigma_{\alpha \beta}}{dn} \delta(E - E^\sigma_{\alpha \beta}) \, dE.
\] (81)
If \( \mu \) is in the lower band, \( E^\sigma_{-1,-1} < \mu < E^\sigma_{1,1} \) (one need only consider this case because of the symmetry between electrons and holes) then this condition becomes
\[
1 < \frac{1}{\Delta} \frac{\partial E^\sigma_{-1,-1}}{\partial n},
\] (82)
or, using the formula (66) with \( n_{-\sigma} = \frac{1}{2} n \)
\[
1 < \frac{\frac{1}{2} I}{\sqrt{((\frac{1}{2} I + \frac{1}{4} \Delta)^2 - \frac{1}{4} n \Delta I)}}.
\] (83)
Since \( \mu \) is in the lower band one must have \( n < 1 \). But for \( n < 1 \) the condition (83) cannot be satisfied for any \( I \) and \( \Delta \). Thus the approximate correlation theory of §6 predicts that ferromagnetism is not possible for the density of states function of (64) even though Hartree–Fock theory gives the condition (79).

It might now be inquired whether the impossibility of ferromagnetism in a general consequence which can be deduced from the approximate solution of §6. That the answer to this question is no, can be demonstrated at once by giving an example of a density of states function \( P(E) \) for which ferromagnetism is possible.

Consider the density of states function
\[
P(E) = 1/\delta \quad \text{if} \quad T_0 - \frac{1}{2} \Delta < E < T_0 - \frac{1}{2} \Delta + \frac{1}{2} \delta
\]
or
\[
= 0 \quad \text{otherwise},
\] (84)
which represents two square bands of width \( \frac{1}{2} \delta \) symmetrically disposed about \( T_0 \). This density of states might be thought of as an approximation to a more general
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density of states function which has two high peaks at each end of the band and
a low density of states in between. By a discussion similar to that given above for
the density of states function \((64)\) one may show that for small \(\mu\) the condition for
ferromagnetism is

\[
\delta < \frac{\frac{1}{4} \Delta I}{\sqrt{\left(\frac{3}{4} I + \frac{1}{4} \Delta\right)^2 - \frac{3}{4} n I\Delta}} \tag{85}
\]

which can always be satisfied by making \(\delta\) small enough.

From this example some impression can be gained of what conditions are favoura-
able to ferromagnetism. It is clear that \((85)\) can only be satisfied if \(\delta\) is somewhat
smaller than \(\Delta\) from which one may infer that it is necessary that the Fermi energy
be in a part of the band in which the density of states is rather greater than the mean
density of states throughout the band. Further, one may note that since the right-
hand side of \((85)\) is a monotonic increasing function of \(\Delta\), for fixed \(\delta\) the condition
\((85)\) is more easily satisfied for large \(\Delta\). This suggests that the most favourable
condition for ferromagnetism is when the Fermi energy lies in a high density of
states peak which is well away from the centre of gravity of the band, and that a
high density of states peak in the middle of the band would be ineffective in
producing ferromagnetism.

Finally, one may note that since for the band structure \((85)\) \(\rho(\mu) = 1/\delta\), the
condition \((85)\) can formally be written

\[
1 < I_{ex}\rho(\mu) \tag{86}
\]

analogous to \((21)\) provided one defines an ‘effective intra-atomic exchange energy’

\[
I_{ex} \text{ by } 
I_{ex} = \frac{\frac{1}{4} \Delta}{\sqrt{\left(\frac{3}{4} I + \frac{1}{4} \Delta\right)^2 - \frac{3}{4} n I\Delta}} \tag{87}
\]

\(I_{ex}\) is always less than \(I\), the reduction being due to the weakening of exchange
interactions by correlation effects. From \((87)\) one sees that even when \(I\) becomes
very large \(I_{ex}\) never becomes much greater than the bandwidth \(\Delta\).

The author thanks Dr P. W. Anderson for a very helpful discussion on certain
aspects of this work.
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